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sentence comprehension

casy [0 NN hard

rreading times
»Eerror scores
»eye fixations
»scalp potentials



leading idea

Q. when is comprehension
(VS difficult?

A. where more (vs less) information
IS conveyed



choice of continuation

informs the hearer

the boy eats...
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shy...

using...
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conditional entropy.,
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boy eats
boy eats
boy eats
boy eats
boy eats
boy eats
boy eats
boy eats

shy people for breakfast
using chopsticks on Tuesday

his sister’s bicycle

at Denny’s frequently
of the forbidden fruit
went for a walk

1.0 x 10722
1.0x 107
1.0 x 10°°
0.0001
0.0005
0.00001
1.0 x 10766
0.0




fluctuation

H(Derivation|Pre fiz= “the boy eats’)

H(Derivation|Pre fiz= “the boy eats his")

any downward change quantifies
information gained from “his”



entropy reduction hypothesis

observed processing
effort reflects
decreases In H;

Where H”L abbreViateS H(Derivation|Prefix = wq...;)



outline

Entropy reduction studies
relative clauses in English and Korean

How does it work?
computing | H;

Why does it work?
reflections on information theory &
linguistics



garden path sentences

Bever 70



naive probabilistic grammar

Hale JPR 03
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the horse

entropy: 3.65 bits
1H=1



the horse raced

VPraced
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entropy: 5.2 bits

1l H=none



last word gives 4 bits

bits

reduced Garden-pathing

4 L

the horse raced past the barn fell

total: 6.2 bits



wide coverage dependency parser

Direct Object vs. Subject (late closure):

1.500
1.125
0730
0375

_ B

i

While Mary Was mending

Double Object vs. Relative Clause:

0.20
015
010
0.05

the socks fell

B =

0

John gave the child the

Noun-phrase vs. Sentential Complement:

0.0020
0.0015
0.0010
0.0005

doyg bit medicine

__ B

0

Mary knows

Compound Noun vs. Sentential Complement:

0.3500
0.2625
0.1750
0.0875

o

told the

department committeas

Jane left

would be formed

Hall & Hale AMLaP 07



GPSG-style fragment
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center embedding

21 bits
39 bits
48 bits

but yet

24 Dbits

the reporter disliked the editor

the reporter | who the senator attacked | disliked the editor

the reporter [ who the senator | who John met | attacked |
disliked the editor

John met the senator | who attacked the reporter
[ who disliked the editor | |



subject vs object-extracted RC

the reporter who () sent the photographer to the editor
hoped for a good story

selectively slower

the reporter who the photographer|sent ) to the editor
hoped for a good story

Grodner and Gibson CogSci 05
among others



bits « reading time

RT(w;) = o(l H)+ 0



subject-extracted

msecC
460
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L o*

Entropy reduction -- subject relative

——— Predicted

,,,,,, *----- Observed
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who sent

the photographer

to the editor

hoped for

‘ region
a good story



object-extracted

msec Entropy reduction -- object relative
480 -
ERH: more work
T at embedded V. .-
440 |- "'*— '—

420

400

380

360

L *

——— Predicted

,,,,,, *----- QObserved

\

the reporter who the photographer sent to the editor

hoped for

: region
a good story



bits « reading time

RT(w;) = o(l H)+ 0

a = 7[(.38
B = 377
= 0.49,p < 0.01



Many types of RCs

indirect object
the man who Stephen explained the accident to 0 is kind

oblique
the girl who Sue wrote the story with ) is proud

genitive subject
the boy whose brother () tells lies is always honest

genitive object
the sailor whose ship Jim took () had one leg



minimalist grammars
a la Stabler 97
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predicted work vs human accuracy

bits reduced
per sentence

Accessibility Hierarchy
r?=0.45, p<0.001
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Korean Subj-RC advantage

ms
2000
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Word-by-word reading time observation (Kwon 2008)
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Dependency width doesn’t derive it

| |
SRC [RC ) Object Verb ] HeadNoun

| |
ORC [RC Subject () Verb } HeadNoun




ERH+MG does derive the SRC advantage

pits ~Word-by-word comprehension difficulty prediction
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“The reporter who attacked the senator became famous”
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One of four clause types

matrix clause

relative clause

@—@

N NOM/ACC

complement clause

adjunct clause




Novel prediction

selectively slower
bits = SB) mOBJ

25 -

20 -

15 -

10 -

N NOM/  V-ADN fact NOM  V-DECL
ACC

(¢) Complement Clause



Confirmed experimentally

600 ms [~
----- =----- no context Obj pro
—=—— no context Shj pro
m——m— context Obj pro
m———— context Sbj pro
500 ms

*

3N
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400 ms

object-“extracted”
slower, p < 0.007

300 ms I I I I I I 1 | I I I I J
W1 w2 w3 W4 W5 Wée W7 W8 W9 W10 W11 W12 W13

NCCNPs with subject pro

Wi w2 w3 W4 W5 W6 w7 ws W9 W10 w11 w12 w13
INE== pro BEEFES LI =+ 822 gotet AHIOl  =iGiXI X a3 =2 Xtz AS 2 AL

Last month he; editor-ACC bribe taking suspicion-with threaten-ADN fact-NOM was.revealed-as chancellor;-TOP immediately press.conference-ACC held

‘The chancellor; immediately held a press conference as the fact that he; threatened the editor for taking a bribe last month was revealed.

NCCNPs with object pro

w1l W2 w3 w4 W5 W6 W7 w38 W9 W10 W11 W12 w13
At & HEFOl pro HE = 8= =l gl /2 (o] = xe DADN} 832 e IR AE S AL
Last month editor-NOM him; bribe taking suspicion-with threaten-ADN fact-NOM was.revealed-as chancellor;-TOP immediately press.conference-ACC held

‘The chancellor; immediately held a press conference as the fact that the editor threatened him; for taking a bribe last month was revealed.

Kwon, Yun et al CUNY2011




outline

How does it work?
computing | H;

Why does it work?
reflections on information theory &
linguistics



=c +nom agrD e =1 cC €
=>agrD droot the d I
=d =d i met =n d who
n -nom boy

computing H;

Minimalist Grammar (or other formalism)

S --> t157 [0,0;0,1;0,2] (* concatenation *)

t157 --> t0 t136 [0,0][0,1][0,2;1,0;1,1;1,2] (* r1' *)
t0 --> E t0_tmp2 [0,0][1,0][1,1]

t0_tmp2 --> tO_tmpl E [0,0][1,0]

t0_tmpl --> ""
t136 --> t135 [0,3;0,0][0,1][0,2] (* move' *)

t135 --> t42 t178 [0,0][1,1;0,1][0,2;1,0;1,2][1,3] (* rlleft *)

t42 --> E t42_tmp2 [0,0][1,0][1,1]
t42_tmp2 --> t42_tmpl E [0,0][1,0]

£42_tmpl --> ""
t42_tmpl --> "-ed"
t42_tmpl --> "-s"

weighted MCFG G

Input string w=w,wyws,...w,
prefix of a sentence in L(G)

FROM:

1

TO:

chart




computing H;

FROM: 1 2 3 4
TO:

| chart’s items
form a graph

- w Do

= a system of equations,
whose solutions are
(sums of) probabilities

v

weighted H(G / ) = H,

"Intersection”
grammar G~




entropy of probabilistic grammar

h  vector of 1-step rewriting entropies
H  vector of infinite step rewriting entropies
M

“fertility matrix” giving expected number j symbols birthed by the i*® symbol

— —

H = h+MH

Grenander 67



entropy of probabilistic grammar

h  vector of 1-step rewriting entropies
H  vector of infinite step rewriting entropies
M

“fertility matrix” giving expected number j symbols birthed by the i*® symbol

h+ MH
H—-MH= (I - M)H

> Ll
|

Grenander 67



entropy of probabilistic grammar

h  vector of 1-step rewriting entropies

H vector of infinite step rewriting entropies
M

|

“fertility matrix” giving expected number j symbols birthed by the i*® symbol
the identity matrix with ones down the diagonal

h+ MH
H—-MH= (I - M)H
(I — M) 1h

Ty > LU
||

Grenander 67



outline

Why does it work?
reflections on information theory &
linguistics



SCIENTIFIC
AMERICAN

(GuLy 1949) VOL. 181, NO. 1

THE MATHEMATICS
OF COMMUNICATION

An important new theory is based on the statistical

character of language. In it the concept of entropy

is closely linked with the concept of information

by Warren Weaver



Entropy reduction in 1953

(5) Non-linguistic considerations. We will assume that all of the 1152 sentences in this
language are equiprobable, and that there are no dependencies befween sentences in a
string. ‘ -

Application of eniropy measurement

(1) Entropy of a single sentence: Hy = log , 1152 = 10.17, ‘

(2) Entropy reduction of each phoneme, considered with respect to its position in the
sentence is: Hp = Hg — Hg, where Hy is the entropy of the statements which are still
possible after the transmission of phoneme P.

To illustrate: Consider the successive phonemes of the sentence abibibbabbi ‘see boy man

not’ or ‘does not the boy see the man?’ (Free translation.) ~
No. Possible Sentences

Phoneme Remarks : Remaining H Hp
—  Any sentence possible before transmission begins 1152 10.17 —_
a Must be question with trans. vb., of which the no.

of possibilities is 512 9. 1.17
b Verb either see or kzll 256 8. 1.0
a Verb must be see 128 7. 1.0
b N must be either man, woman, boy or girl 64 6. 1.0
i Must be either boy or girl 32 5. 1.0
b Must be boy 16 4. 1.0
b N, is man, woman, boy, or girl 8 3. 1.0
a Man or woman 4 2. 1.0
b Man; sentence either pos. or neg. 2 1. 1.0
b Redundant; gives no information > 2 1. 0.0
i Sentence is negative 1 0.0 1.0

PSR

10.17
(3) Entropy reduction of each morpheme, also considered in relation to its position in
the sentence, is Hy = Hy — Hz where Hg and Hg are as defined previously. The same
sentence is used here as in the example above.

“Psycholinguistics” Sebeok and Osgood, eds.
§5.3 Applications of Entropy Measures to Problems of Sequence Structure



Review of General Psychology Copyright 2003 by the Educational Publishing Foundation
2003, Vol. 7, No. 2, 183-188 1089-2680/03/$12.00 DOI: 10.1037/1089-2680.7.2.183

Whatever Happened to Information Theory in Psychology?

R. Duncan Luce
University of California, Irvine

“The elements of choice in information theory are absolutely
neutral and lack any internal structure.

That 1s fine for a communication engineer ....[but]

by and large, however, the stimuli of psychological experiments
are to some degree structured, and so, in a fundamental way,
they are not in any sense interchangeable.”



THE ROYAL

[AP"IL 2000] OIW SOCIETY

Formal grammar and information theory:
together again?

By FERNANDO PEREIRA

“Probabilities can be assigned to complex linguistic events, even
novel ones, by using the causal structure of the underlying
models to propagate the uncertainty in the elementary
decisions.”

= these models incorporate
linguistic theories!



Conclusions

Information theory helps identify
which RCs are hard where

the account uses substantial syntactic claims

the difference since 1953 is the grammar
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definitions

Let G be a (probabilistic) grammar, X a random variable whose outcomes x are derivations on G,
and Y a related variable whose outcomes y are initial substring of sentences in L(G).

mutual information
of grammar and prefix string

[(X;Y) = H(X)-H(XI|Y)

information conveyed
by a particular prefix

I[(X;y) = H(X)-H(X]y)



definitions

Let G be a (probabilistic) grammar, X a random variable whose outcomes x are derivations on G,
and Y a related variable whose outcomes y are initial substring of sentences in L(G).

mutual information
of grammar and prefix string

I[(X;Y) H(X) - H(X|Y)

= H(X)-E[H(X]y)]

information conveyed
by a particular prefix

I[(X;y) = H(X)-H(X]y)



definitions

Let G be a (probabilistic) grammar, X a random variable whose outcomes x are derivations on G,
and Y a related variable whose outcomes y are initial substring of sentences in L(G).

info conveyed by increment

(X Ynew) — L(X5Yola)



definitions

Let G be a (probabilistic) grammar, X a random variable whose outcomes x are derivations on G,
and Y a related variable whose outcomes y are initial substring of sentences in L(G).

info conveyed by increment



definitions

Let G be a (probabilistic) grammar, X a random variable whose outcomes x are derivations on G,
and Y a related variable whose outcomes y are initial substring of sentences in L(G).

info conveyed by increment
I(X; Ynew) — 1(X; Yora)
= (H(X) — H(X|ynew) ) = (H(X) = H(X|gora) )
= H(X[you) — H(X|ynew)



definitions

Let G be a (probabilistic) grammar, X a random variable whose outcomes x are derivations on G,
and Y a related variable whose outcomes y are initial substring of sentences in L(G).

info conveyed by increment

I(X7 ynew) o I(Xa yold)
— (H(X) — H(X‘ynew)) - (H(X) B H(X‘ydd))
— H(X‘yold) o H(X‘ynew>

| H; where yo1g = wy -+ - w;—1,

Ynew — W1 * - Wy



r = 0.4,
p < 0.0001
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sum of expected derivation lengths for predicted categories



