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1 Pros and Cons of Shared Tasks

I must admit that I have mixed feelings about shared
task evaluations. Shared task evaluations of course
have many advantages, including allowing different
algorithms and approaches to be compared, produc-
ing data sets and evaluation frameworks which lower
the “barriers to entry” to a field, and more generally
getting researchers to interact more, and realise how
their assumptions about inputs, outputs, knowledge
sources, and processing constraints differ from those
made by other researchers.

Shared task evaluations could also help us under-
stand evaluation better. I would like to get a better
idea of how different evaluation techniques (such as
statistical evaluation, human preference judgements,
and human task performance) correlate with each
other. In order to carry out such studies, it would be
very useful to have a number of systems with similar
input/output functionality and knowledge sources; a
shared-task evaluation could provide these systems
(Reiter and Belz, 2006).

On the other hand, there are also dangers to shared
tasks. In particular, focusing on a shared task can
cause a community to narrow the scope of what it
investigates. For example, colleagues of mine in the
Information Retrieval community have suggested to
me that the academic IR community’s focus on the
TREC shared evaluation in the mid and late 1990s
limited its contribution to web search when this
emerged as the “killer app” of IR. This is because
the 1990s academic IR community had little inter-
est in web-search algorithms (such as Google’s page
rank) which could not be used in TREC shared tasks.

In other words, TREC encouraged the IR com-
munity to focus on one specific type of IR problem,
and probably helped it make progress in this area.
But this was at the cost of ignoring other types of IR
problems, which turned out to be more important.

My personal opinion is that we should try to or-
ganise some shared task evaluations in NLG, but do
this (at least in the first instance) as one-off exer-
cises. I think a yearly “NLGUC” event would be a
mistake; but I think one-off shared evaluations could
be worthwhile and should be tried.

2 Issue: Topic

From a practical perspective, I suspect that the main
challenges in running an NLG shared evaluation are
going to be (1) choosing a topic that attracts enough
participants to make the exercise meaningful, and
(2) deciding how to evaluate systems. Looking at
the topic issue first, the NLG community is quite
small (recent International NLG conferences have
attracted on the order of 50 people), and the NLG
problem space is enormous. Since a shared task
evaluation must focus on specific NLG problem(s),
it is not easy to find a topic which would attract a
reasonable number of participants (at least 6, say).

One possible topic that could attract this number
of people is generating referring expressions. This
has attracted a lot of attention in recent years; for
example in INLG 2006 there were papers on this
topic from groups in Australia, Brazil, Germany,
Japan, UK, and USA. There are also some corpora
available which could be used for a reference gen-
eration shared task, such as Coconut (Jordan and
Walker, 2005) and the Tuna corpus (van Deemter et



al., 2006).
Another possibility, which focuses on an appli-

cation instead of on an NLG task, is generating
weather forecasts. This has been one of the most
popular NLG applications over the past 20 years;
Bateman and Zock’s list of NLG systems1 (which is
not complete) lists 13 systems in this area. And there
are corpora available, such as the SumTime corpus
(Sripada et al., 2005).

A third possibility is medical, in particular patient
information. Medical applications of NLG are pop-
ular according to Bateman and Zock’s list, and there
are many people outwith the NLG community who
are interested in generating personalised health in-
formation; indeed there are workshops on this topic.
However, I suspect it would be harder to organise a
shared task evaluation in this area because data re-
sources would need to be created (I’m not aware of
any existing corpora in this area).

3 Issue: Evaluation

Another challenge in organising a shared task eval-
uation is deciding how to evaluate the systems. I be-
lieve that most shared task evaluations in Language
Technology use corpus-based evaluation, but this
can be controversial, not least because corpus-based
evaluation metrics seem to be biased towards sys-
tems built using corpus-based techniques (Belz and
Reiter, 2006). In NLG in particular, it is clear that
writers do not always produce optimal texts from the
perspective of readers (Oberlander, 1998; Reiter and
Sripada, 2002); this is another argument against us-
ing metrics which compare machine-generated texts
to human written texts.

But reader-based evaluations have problems as
well. The easiest kind to carry out is rating exer-
cises, where human subjects are asked to rate the
quality of generated texts. However, we know that
in many cases such ratings are not good predictors
of how useful texts actually are in helping real users
carry out real tasks (Law et al., 2005). Task-based
evaluations are more robust in this sense, but they
are expensive and time-consuming, and we have no
guarantees that texts that are useful in supporting
one task will also be useful in supporting other tasks.

1http://www.fb10.uni-bremen.de/anglistik/langpro/NLG-
table/NLG-table-root.htm

Given this uncertainty, I think any shared task
evaluation should use a number of different eval-
uation techniques. Indeed, as mentioned above, I
think one of the goals of a shared task evaluation
should be to get empirical data on how well differ-
ent evaluation metrics correlate with each other, so
that discussions about evaluation techniques can be
informed by real data.

The other advantage of multiple evaluation tech-
niques is that it makes it harder to say who “won” a
shared task evaluation. This is good, because I think
the NLG community will be more willing to partic-
ipate in shared task evaluations if they are primarily
seen as scientific ventures instead of as contests.
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