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To me the question is not whether or not there
should be a shared task - the question is: what is
the best way to move ”the field” forward. Part of
the issue that I see here is that it is not at all clear
how ”the field” should be defined (let alone how we
should move it forward). For instance, one thing that
struck me in the 2006 INLG Workshop was the va-
riety in the problems addressed by the papers. Part
of the issue that I see is that there is so much to do,
so many things to solve, so many places where there
are important problems that need to be addressed,
that it isn’t clear what should ”be chosen” as THE
task.

The age old argument as to what makes INLG dif-
ferent from ”those other shared task fields” is that
there is no clear consensus on what the input to
INLG is. It is also the case that there is no clear con-
sensus as to what is important in the output. Thus it
is difficult to imagine a shared task.

From someone who is arguing for a shared task,
there are some questions that I need to understand
that might influence what my ultimate decision is.

• What do you envision a shared task being? The
real question here has to do with both how and
why you expect people to interact in this task.

– A competition for money?

– A funded activity in itself?

– A competition just for the fun of it?
– A competition or a cooperation? A com-

petition would mean researchers go off
and work on something, and then come
together every so often for a competition
where the fruits of their labor are pitted

against each other. A cooperation would
entail groups of researchers collaborating
on a larger system. The cooperation may
or may not also contain a competition but
that’s not the main goal.

• What is the desired outcome?

– An advance in technology that may be ap-
plicable in lots of different places?

– An advance in NLG technology that will
allow more commercialization? bigger
web presence? more excitement?

– More funding for INLG research?

– More publications of INLG research?

• What is the envisioned output that is going to
lead to that outcome?

• On what basis is this output evaluated.

1 Some reasons for being against a shared
task

One of my biggest fears with a shared task is that
the evaluation may shut people out (or shut out ”the
right” way of actually tackling the problem). My
case in point here is the area of text summarization
which is a task that (to any NLG person) cries out
for strong NLG research (at least as a major com-
ponent). The problem is that the evaluations they
have adopted preclude doing any NLG work. That
is, the scoring mechanisms do better with sentence
extraction methods rather than some deeper extrac-
tion coupled with generation. But why is this? I



believe most would acknowledge that the actual re-
sults would be better with generation. But, in or-
der to actually score the competition, a fairly auto-
matic scoring mechanism was developed. After all,
with generated text, how would it be evaluated? One
must acknowledge that it is really hard to reduce fea-
tures like text coherence (essential to NLG) down to
a single number to be compared against others. No
matter how you decide to measure text coherence, it
won’t be right. Text coherence is not well enough
understood.

Just because the text summarization shared task
chooses to be generation unfriendly is not such a big
deal. Just because someone interested in generation
is not going to score well in that particular competi-
tion, doesn’t stop them from still doing generation;
it just stops them from participating in that compe-
tition. But, this is not so. Perhaps because the com-
petition is successful, it has created quite an exclu-
sive community and that community has seeped into
other areas - most notably, publications. What this
means is that it becomes very difficult to get work
published that has anything to do with text summa-
rization if you don’t play the game of that compe-
tition. The metric for the competition has become
the metric by which research is judged in that area,
to the exclusion of other research. This despite the
acknowledgment from most of the shared task par-
ticipants that the evaluation metric is sorely lacking.

So, the problem here is that a competition that on
the face of it is good for INLG turns out to squelch it.
The only ones that get to do work remotely related to
the shared task have to devote substantial efforts to
what scores well in the competition (and hope they
can stand in long enough and fight for a change in
the evaluation metrics).

Lesson: A poor choice of an evaluation method
can adversely affect the outcome by discouraging
(indeed discrediting) research that is ultimately nec-
essary for forward progress in the field.

That is to say, a successful shared task may have
the side effect of squelching research that is impor-
tant just because it either looks at the problem differ-
ently or because it takes an approach that does not
stand up well against the chosen evaluation metric.

A second, related, point has to do with the kind of
processing that may be favored by shared task com-
petitions. For example, the early MUC conferences

generated a lot of work and had many accomplish-
ments. But, in the end, the MUC conferences caused
a lot of people to do “domain hacking” rather than
finding deeper solutions to the problem. Is INLG at
the stage where it is ready to go off with disregard
to these deeper solutions? One important thing to
guard against in any shared task/evaluation is that it
not favor shallow processing methods (particularly
to the exclusion of ”deeper” methods requiring the-
oretical advances). But, if one also thinks about
it, isn’t just such an evaluation metric (i.e., a shal-
low/automatic one) almost necessary for shared task
evaluation? My personal feeling is that we do not
understand enough to be able to develop evaluations
that are going to be broad enough to cover the re-
ally important aspects of the field. The consequence
could be that those important aspects will be left un-
studied as systems try to optimize on the selected
metric.

Let’s keep in mind what we want. What makes
generation different from understanding? What is it
that we like about this field? Generation puts em-
phasis on some aspects of processing that can be ig-
nored in understanding. Two examples are syntax
(which one might arguably ignore in understanding
but it is pretty difficult to ignore if one is generating)
and coherence (which one can get quite far by ignor-
ing in understanding). Ignoring coherence in gener-
ation becomes very apparent very quickly (making
the text very difficult for a reader to process). Yet
these very same problems of such interest are very
difficult to quantify into a metric.

It is not clear to me at this point that we un-
derstand what the problems are in generation well
enough to posit a shared task for the field that is go-
ing to further things. I think there must be better
ways to further the field.

2 Questions to Ponder

• What is the underlying purpose of the sugges-
tion of a shared task?

• Is a shared task actually the way to accomplish
that purpose?

• Is there another mechanism that might actually
work better?


