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When I read this call for paper, my initial reaction
was quite enthusiastic at the perspective of a new,
brighter day for NLG. However, a few doubts imme-
diately arose in my mind. At this point, I lean more
towards developing appropriate metrics for evalua-
tion rather than shared tasks. I will discuss here why
I find the idea attractive, but also why I cannot quite
buy it.

The two areas I’ve worked in the most during my
career as a researcher in NLP have been discourse
/ dialogue processing (DDP) and NLG. Not surpris-
ingly, more than once I have felt a pang of envy for
researchers in those other areas of NLP with clear
evaluation metrics or at least an agreed upon dataset
on which applications can be evaluated, e.g. the
Penn Treebank for parsers. The envy is even greater,
since I feel principled work in DDP and NLG re-
quires humongous effort (Di Eugenio et al., 2003):

1. You need to start with data collection and anno-
tation, since 99% of the appropriate corpora do
not exist. For example, in the last 6-7 years I
have been working on generating feedback in
intelligent tutoring systems (ITSs). We have
worked in three different domains (diagnosis of
mechanical systems, letter pattern completion
tasks, and basic data structures and algorithms
in Computer Science). We had to collect and
annotate data in each of these domains, since
none existed we could use.

2. Then, you need to proceed through computa-
tional modeling and implementation.

3. Finally, you need to run an evaluation that, to be
convincing, most often needs to include human
subjects.

Shared tasks and comparative evaluations are very

attractive because they would short circuit the first
and the third steps in the process. To be realistic, the
tasks to be shared would be based on at least some
corpus analysis; and the comparative evaluations on
the shared dataset would not require evaluation with
human subjects.

The big question is, what would participating in
such an enterprise do for each specific project, both
theoretically and practically. For example, how does
participating in a task on say generating route de-
scriptions help me develop the feedback generator
for my Computer Science ITS? This point is articu-
lated very well by Donia Scott and Johanna Moore
in their position paper at the INLG workshop in
2006 (Scott and Moore, 2006). In fact, they articu-
late seven additional reasons to be cautious. I agree
with most of them, in particular with the danger of
stifling research and the need for funding. I’ll elab-
orate on these two here.

I am concerned with how the community uses
shared tasks and evaluations. The danger is that any-
body who does not participate or performs a differ-
ent task is shunned, because then their work can-
not be compared to the rest. For example, if you do
summarization but you don’t evaluate your system
on DUC data, reviewers are quick to kill your paper.
This can also happen with evaluation measures of
course, as attested by the discussion of measures of
intercoder agreement, specifically Kappa, in which I
have been an active participant (Krippendorff, 1980;
Carletta, 1996; Di Eugenio and Glass, 2004). Pro-
viding measures of intercoder agreement is essen-
tial to being able to assess the quality of coded data;
however, the hard part is to understand what the val-
ues of Kappa mean. Especially when reviewing pa-
pers, most researchers still blindly adopt a scale ten-
tatively proposed by Krippendorff that discounts any



K < .67, even if Krippendorff himself notes that
his are just guidelines, and that Kappa values must
be related to the researcher’s specific purposes and
his/her tolerance of disagreement.

I am also convinced that any effort to come up
with shared resources needs to be financially sup-
ported, and cannot only be based on volunteer work.
I am referring to e.g. actually paying somebody to
run the competitions, as NIST does with TREC. An
opposite point of view is reported in (Belz and Dale,
2006):

Money would be needed for data resource
creation, but not necessarily for anything
else; evidence that this was possible could
be found in successful and vibrant shared-
task initiatives run on a shoe-string, such
as CoNLL and SENSEVAL.

However, in my experience, volunteer work can
only go that far, as I witnessed when I participated in
the Discourse Resource Initiative in the mid nineties.
The goal was to devise a tagging scheme for dis-
course / dialogue that could be used as a standard.
I attended three workshops, all the participants did
their homework prior to the workshops, but then the
effort fizzled out because nobody could sustain it in
their “spare” time. There was no funding to e.g. pay
annotators to try out the coding schemes that were
developed at those workshops. Mind you, the effort
was not wasted, because it led to the DAMSL cod-
ing scheme for dialogue acts (Allen and Core, 1997),
which in turn was the basis for a variety of coding
schemes, e.g. (Jurafsky et al., 1997; Di Eugenio et
al., 2000; Hardy et al., 2002).

To conclude, I’d be more inclined towards com-
ing up with agreed upon evaluation measures that
we can all use, as (Paris et al., 2006) has already pro-
posed. As a start, we could adapt and build on the
Paradise framework for dialogue systems evaluation
(Walker et al., 1997).
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